Velké jazykové modely a zpracovani prirozeného jazyka

Kéd kurzu: MLC_NLP

Tento kurz je uréen pro v8echny, ktefi jsou fascinovani schopnostmi velkych jazykovych modell a generativni umélé
inteligence, a chtéji proniknout do této problematiky nez jen na Urovni béZzného uzivatele. Spolecné se sezndmime s
transformery, zakladnim stavebnim modernich jazykovych modeld, pfedstavime si nejznaméjsi architektury a ukdzeme
si, jak se velké jazykové modely daji pouzit pro rlzné aplikace. K praktickym cvi¢enim neni nutny zadny placeny Gcet
tretich stran. Budeme pouzivat open source modely, které jsou pfi spravném zplsobu pouZiti stejné dobré jako ty
nejvétsi komeréni modely.

Praha 1 4990 K¢ 0
Bratislava 1 210 € 0

Uvedené ceny jsou bez DPH.

Terminy kurzu

Uvedené ceny jsou bez DPH.

Pro koho je kurz urcen
Tento kurz je uréen pro v8echny, ktefi jsou fascinovani schopnostmi velkych jazykovych modell a generativni umélé

inteligence, a chtéji proniknout do této problematiky nez jen na GUrovni bézného uZivatele.

Co Vas naucime

Spolené se sezndmime s transformery, zékladnim stavebnim modernich jazykovych modeld, pfedstavime si
nejznaméjsi architektury a ukdZeme si, jak se velké jazykové modely daji pouZit pro rdzné aplikace. K praktickym
cvicenim neni nutny zadny placeny Ucet tiretich stran. Budeme pouZzivat open source modely, které jsou pfi spravném
zpUsobu pouZiti stejné dobré jako ty nejvétsi komeréni modely.

PoZadované vstupni znalosti
- Z&akladni znalost programovani v Pythonu
- Znalosti strojového uceni na Grovni kurzu Uvod do strojového ucent.

Osnova kurzu

- Generativni uméla inteligence pro text a obrazky

- Evoluce jazykového modelovani

- Transformery

- Typy transformerd pro jazykové modelovani (encoder, decoder, encoder-decoder)

- Posilované uéeni s lidskou zpétnou vazbou (RLHF)

- Vybrané modely pro jazykové modelovani zaloZené na transformerech (BERT, GPT, LLAMA, T5, BART...)

- Prakticky priklad na klasifikaci textd pomoci transformert s vyuZitim knihovny HuggingFace v prostredi Google
Colab
parametry generativnich procest

- Prakticky priklad na in-context learning s vyuzitim knihovny HuggingFace v prostiedi Google Colab

- Fine-tuning velkych jazykovych modell a parameter-efficient fine-tuning (LoRA)

- Evaluace jazykovych generativnich modeld (ROUGE, BLEU]

- Prakticky priklad na vyuZiti parameter-efficient fine-tuning s vyuzitim knihovny HuggingFace v prostfedi Google

Colab
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- Retrieval Augmented Generation (RAG)
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