Python - Neuronové sité

Kéd kurzu: PYTHON_ML_NN

Neuronové sité jsou souborem matematickych modeld navrzenych pro zpracovani informaci podobné jako funguji
mozkové neurony. Neuronové sité se skladaji z mnozstvi neurond, které jsou vzajemné propojeny pomoci vah a
zpracovavaji vstupni data, aby vytvoFily vystup. KaZdy neuron pfijima vstup z ostatnich neurond nebo z externich zdrojd,
zpracovava vstup pomoci aktivaéni funkce a vysledek dale posila do dalSich neuronl v siti. Neuronové sité se pouZivaji k
feSeni mnoha uloh, jako napriklad rozpoznavani obrazd, predikci a klasifikaci. Typicky se trénuji na zékladé velkého
mnozstvi vstupnich dat, kterd se pouzivaji k optimalizaci vah a nastaveni parametrd neuronovych siti tak, aby byly
schopny resit urcity Ukol. Existuje spousta typl neuronovych siti, véetné jednovrstvych a vicevrstvych perceptrong,
konvoluénich siti, rekurentnich siti a dalSich. KaZdy typ neuronové sité se pouZiva pro rdzné typy Uloh a mé své vlastni
charakteristiky a vyhody. Neuronové sité se staly klicovym prvkem strojového uceni a umoZiuji strojdm ucit se ze
zkuSenosti a zlepSovat své schopnosti v riznych oblastech.

PoZadavky na ucastnika
- Znalost programovani v Pythonu na Urovni kurzu PYTHON_INTRO, ale znalosti na rovni kurzu PYTHON_ADV jsou
vyhodou
- Znalosti zakladd analyzy dat na Grovni kurzu PYTHON_DATAAN
- Znalosti zakladd machine learning na Urovni kurzu PYTHON_ML_INTRO

Metody vyuky
- Odborny vyklad s praktickymi priklady, cvi¢eni na pocitacich.

Studijni materialy

- Prezentace probirané latky v tiSténé nebo online formé.

Osnova kurzu
Den 1:
- Uvod do neuronovych siti a strojového uceni
- Zaklady linearni a logistické regrese
- Aktivaéni funkce pro neuronové sité (sigmoid, RelLU, atd.]
- Navrh a implementace jednoduché jednovrstvé neuronové sité
Den 2:
- Uvod do knihovny TensorFlow
- Navrh a implementace vicevrstvé neuronové sité pomoci TensorFlow
- Trénovani neuronovych siti a ovéfovani vykonu
- Re&eni problému pretrénovani
Den 3:
- Uvod do konvolu&nich neuronovych siti [CNN)
- Zaklady zpracovani obraz( a konvoluce
- Provadéni jednoduché CNN na datasetu MNIST
- Vizualizace a interpretace vysledki
Den 4:
- Rekurentni neuronové sité (RNN]
- Zaklady zpracovani sekvenci a ¢asovych fad
- Implementace jednoduché RNN na datasetu predpovidani cen akcif
- Vizualizace a interpretace vysledkd
Den 5:
- Uvod do autoenkodérd
- Z&klady ndhodnych modell
- Implementace jednoduchého autoenkodéru na datasetu MNIST
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- Vizualizace a interpretace vysledki
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